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Preparing the RAID Moduleasa
Boot Device

If you want to use the RAID Module as a boot device (that is, install the
Solaris™" Operating Environment and the RM6 software on the RAID Module),
you must prepare the module to be a boot device before installing any
software.

Examples of when you would want to use your RAID Module as your boot
device:

®* New Installation

®* You want HW RAID Protection on the Solaris Operating Environment,
instead of doing it through software-based RAID.

Supported Platforms and Solaris Operating Environment Versions

® Sun StorEdge™ A1000:
Ultra™ 1, Ultra 10, Sun Enterprise™ x500, Sun Enterprise 450 with
Solaris Operating Environment 2.6HW3 or 2.6 5/98;
Sun Enterprise 250, Ultra 60 with Solaris Operating Environment
2.5.1 SWHP

® Sun StorEdge A3000:
Ultra Enterprise 4000, Ultra Enterprise 5000, Ultra Enterprise 6000,
Sun Enterprise 450 with Solaris Operating Environment 2.6HW3 or
2.6 5/98



Cautions

® Sun StorEdge A3500:

Ultra Enterprise ™ 4500, Ultra Enterprise 5500, Ultra Enterprise 6500,
Sun Enterprise 450 with Solaris Operating Environment 2.6HW3 or
2.6 5798

® Sun StorEdge A3500: Sun Enterprise 10000 with Solaris Operating

Environment 2.5.1 HW3 Server Edition or 2.6 5/98

Note — For the Sun Enterprise 10000, this also includes the 1x2 Sonoma Lite.

The Solaris Operating Environment requires the boot device to be LUN 0.
For the best results, make sure LUN 0 uses RAID Level 1, 3 or 5 to enable
data protection in the drive group.

If you use the RAID Module as a boot device, you must never delete LUN 0
or reset the configuration — you will lose your boot device completely.
Using RAID 3 or RAID 5 in setting up your RAID Module as a boot device
requires a minimum of three drives. RAID 1 requires a minimum of two
drives and can be incremented in two’s.

Using RAID 0 in setting up your boot device is not supported.

In the Independent Controller Configuration, only one host system can boot
because only one controller owns LUN 0.

If you make a RAID Module boot device that has a single controller (Sun
StorEdge A1000), dual controllers on the same SCSI bus, or the Independent
Controller Configuration, you do not have RDAC failover protection in the
event a controller fails or has path problems. Any data path failure problem
with the boot-path controller could result in the loss of your boot device.
Never place your boot RAID Module boot device under Veritas VM or
Solstice DiskSuite™ control. Doing so may corrupt the Solaris Operating
Environment and require it to be reinstalled.

To Make Your HW RAID Module Bootable

. Backup all data on your HW RAID Module before beginning procedure.

. Install LUN 0 on your HW RAID Device. If this is a new installation, you

might want to make sure that your default LUN 0 from the factory is the
size that you want before proceeding.
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3. Boot cdrom or install the Solaris Operating Environment through
JumpsStart onto LUN 0 on your HW RAID device. Let the Solaris
Operating Environment installation program set your eeprom to boot off
your RAID Module. After OS installation, let it reboot off your RAID
Module. The OS install includes any and all patches for RM6 6.1.1
Update 1.

4. Install RM6 6.1.1 Update 1.
a. Patch 106513-xx
b. Patch 106552-xx

5. Edit the /usr/lib/osa/rmparams file and make the variable
Rdac_SupportDisabled TRUE.

6. Boot -r.

~

Edit the rmparams file again and make Rdac_SupportDisabled FALSE.

oo

Run the command /etc/init.d/rdacctrl config.

©

Edit the /etc/system file and add the following entry:
rootdev:/pseudo/rdnexus@0/rdriver@4,0:a
The rdnexus and rdriver numbers are based on an entry in the
/kernel/drv/rdriver.conf file. For example:
name="rdriver” module=1 lun=0 target=4 parent="/pseudo/rdnexus@0”
dev_a=0x800028 dev_b=0x800188;
Look at the “target” number for the rdriver number.

For systems with more than one RAID device, the correct module should be
the first instance of lun=0, target=5 from the bottom of the file. In that line, you
should see the correct rdnexus@<n> number. In the example code below, the
device is booting from lun=0, target=5, and rdnexus@2.

Pay close attention to the rdnexus@<n> value and target value. Using the
wrong values could result in a crashed system.

name="rdriver” module=1 lun=0 target=5 parent="/pseudo/rdnexus@3"
dev_a=0x800190 dev_b=0x800020;

name="rdriver” module=1 lun=1 target=4 parent="/pseudo/rdnexus@0”
dev_a=0x800fa0 dev_b=0x800590;

name="rdriver” module=1 lun=2 target=4 parent="/pseudo/rdnexus@0” unbound=1;
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Correct module:

name="rdriver” module=1 lun=2 target=5 parent="/pseudo/rdnexus@3” unbound=1;
name="rdriver” module=1 lun=3 target=4 parent="/pseudo/rdnexus@0” unbound=1;
name="rdriver” module=1 lun=3 target=5 parent="/pseudo/rdnexus@3” unbound=1;
name="rdriver” module=1 lun=4 target=4 parent="/pseudo/rdnexus@0” unbound=1;
name="rdriver” module=1 lun=4 target=5 parent="/pseudo/rdnexus@3” unbound=1;
name="rdriver” module=1 lun=5 target=4 parent="/pseudo/rdnexus@0” unbound=1;
name="rdriver” module=1 lun=5 target=5 parent="/pseudo/rdnexus@3” unbound=1;
name="rdriver” module=1 lun=6 target=4 parent="/pseudo/rdnexus@0” unbound=1;
name="rdriver” module=1 lun=6 target=5 parent="/pseudo/rdnexus@3” unbound=1;
name="rdriver” module=1 lun=7 target=4 parent="/pseudo/rdnexus@0” unbound=1;
name="rdriver” module=1 lun=7 target=5 parent="/pseudo/rdnexus@3” unbound=1;

name="rdriver” module=2 lun=0 target=5 parent="/pseudo/rdnexus@2"
dev_a=0x800118 dev_b=0xffffffff;

name="rdriver” module=2 lun=1 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c58 dev_b=0xffffffff;

name="rdriver” module=2 lun=2 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c60 dev_b=0xffffffff;

name="rdriver” module=2 lun=3 target=5 parent="/pseudo/rdnexus@2"
dev_a=0x800c68 dev_b=0xffffffff;

name="rdriver” module=2 lun=4 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c70 dev_b=0xffffffff;

name="rdriver” module=2 lun=5 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c78 dev_b=0xffffffff;

name="rdriver” module=2 lun=6 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c80 dev_b=0xffffffff;

name="rdriver” module=2 lun=7 target=5 parent="/pseudo/rdnexus@2”
dev_a=0x800c88 dev_b=0xffffffff;

name="rdriver” class="scsi" target=0 lun=0

name="rdriver” class="scsi” target=0 lun=1

10. Boot -r.
You are all set to boot off your HW RAID Device.

When you run the rdacctrl config command, you should see the following:
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area51-29# /etc/init.d/rdacctrl config

Array Monitor stopped

Re-generating rdriver.conf file ...

The NVSRAM settings of controller c0t5d0s0(1T782018106) are correct.
The NVSRAM settings of controller c¢1t4d0s0(1T70110025) are correct.
The NVSRAM settings of controller c4t4d0s0(1T81410920) are correct.
The NVSRAM settings of controller c5t5d0s0(1T65172824) are correct.
nvutil command succeeded.

Array Monitor initiated
RDAC daemons initiated

What is happening is the RDAC is regenerating its configuration files.

Setting Up and Verifying Alternate Boot Paths

1.

Preparing the RAID Module as a Boot Device

Do a probe-scsi-all, there should be a SCSI ID listed for each RAID
Controller on the host. Record this information down, including the full
device path.

Boot up off your RAID Module and then bring up RM6.

Double click on the Recovery icon and select the RAID Module that is
your boot device and verify that your RAID Module is in Optimal Mode.

Select Options -> Manual Recovery -> Controllers Pairs.

Highlight the controller that is the default boot device and select Place
Offline.

When the controller is offline, select Recovery Guru. You should see a
“data path failure” for the module. Do not fix the problem at this time.

Select Module Profile and confirm all LUNs are now on the alternate
controller.

Bring your host down to the “ok” prompt.

Based on the information from the probe-scsi-all, use OBP’s nvalias
command to create a alias to boot off of. Once this is completed, go to the
next step.



Last-Minute Notes

10.
11.

12.

Boot alias -r.

Once the host is up, bring up RM6. Select the Recovery icon, and select
the Module that is your default boot device. You should get a data path
failure. Select Fix and follow the instructions provided. When this is
done, run the Recovery Guru again and make sure your RAID Module
that you are booting off of is in Optimal Mode.

Double click the Maintenance/Tuning icon. Select the RAID Module that
is your boot device and select LUN balancing. Verify that your default
boot path owns LUN 0.

Now you have you primary and alternate boot paths set up. Note that this is
only for the Sun StorEdge A3000 and A3500. The Sun StorEdge A1000 and
Independent Controller Configuration do not have alternate paths to boot off

of.

Note — All HW RAID controllers used for boot device must have firmware
2.5.2.11 and RM6 6.1.1 Update 1.

During the boot process, if the HW RAID Controller that contains LUN 0 is
missing or damaged, the system will not boot. Replace this controller and
the system can boot off the HW RAID controllers.

In your LUN 0 disk set, the first disk that contains the beginning of the boot
blocks is pulled or failed during the early portion of the boot process. the
system may hang or fail to boot. This occurred on the Sun StorEdge A1000
with the Ultra 10 in one of the test cases.

Before doing the probe-scsi-all to get your device paths, it is recommended
that you set auto-boot to false and then do a reset-all before you do a probe-
scsi-all. Otherwise you risk hanging your host from OBP.

When doing an initial boot off of an Ultral0, it will fail with a “trap 3”.
Refer to bugids 4166678 and 1251360. The workaround is to boot again after
getting this error message.

When booting a Sun StorEdge A3x00/A1000 off of a Sun Enterprise 450, you
see the following messages:

Fatal SCSI error at script address 258 Unexpected disconnect

Drive not ready

Fatal SCSI error at script address 258 Unexpected disconnect

Preparing the RAID Module as a Boot Device — June 1999



Fatal SCSI error

at script address 258 Unexpected disconnect

Boot device: /pci@4,4000/scsi@2,1/disk@4,0:a File and args:

Fatal SCSI error
Fatal SCSI error
Drive not ready

Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Drive not ready

Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Drive not ready

Fatal SCSI error
Fatal SCSI error

Fatal SCSI error
Fatal SCSI error
Drive not ready

Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Fatal SCSI error
Drive not ready

Fatal SCSI error
Fatal SCSI error

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

at script address 258 Unexpected disconnect
at script address 258 Unexpected disconnect

What is happening in this case is that the Sun StorEdge A1000 being booted off
of has the only disk that is going to respond to the host this early in the boot

process. It doesn’t matter if you had any LUNSs created or not on the HW RAID
Module. You will see these messages when you boot off of this PCI host and it
will not cause any problems with your configuration.
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® When you do a probe-scsi-all on your host and you have any of the HW
RAID Modules attached, you see something as shown below:

ok probe-scsi-all

Ipci@4,4000/scsi@2,1
Target 4

Unit0 Disk SYMBIOS RSM Array 2000 0205
Unit1 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 2 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 3 Device type 20 SYMBIOS RSM Array 2000 0205
Unit4 Device type 20 SYMBIOS RSM Array 2000 0205
Unit5 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 6 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 7 Device type 20 SYMBIOS RSM Array 2000 0205
/pci@4,4000/scsi@2
/pci@1f,4000/scsi@4,1
Target 5
Unit0 Disk SYMBIOS RSM Array 2000 0205
Unit1 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 2 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 3 Device type 20 SYMBIOS RSM Array 2000 0205
Unit4 Device type 20 SYMBIOS RSM Array 2000 0205
Unit5 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 6 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 7 Device type 20 SYMBIOS RSM Array 2000 0205

What is being shown in the above example is that your HW RAID Module has

one configured LUN:
Disk SYMBIOS RSM Array 2000 0205

Unit 0

The following lines means that there is no configured LUN and there is no

problem with the host or HW RAID Module:
Unit1 Device type 20 SYMBIOS RSM Array 2000 0205

Preparing the RAID Module as a Boot Device — June 1999



Unit 2 Device type 20 SYMBIOS RSM Array 2000 0205
Unit 3 Device type 20 SYMBIOS RSM Array 2000 0205

Note if you had a Sun StorEdge™ A3500 and you did a probe-scsi-all or a
format, the giveaway that you had a A3500 in your configuration is shown
below:

® ¢1t0d0 <Symbios-StorEDGEA3500-9300 cyl 4319 alt 2 hd 64 sec
64>/pseudo/rdnexus@1/rdriver@0,0

For the Sun StorEdge A1000, it would be the same as above, except for the
1000 in place of the 3500.

® When doing the ./rdacctrl config command, do not interrupt this process.
You can possibly cause problems with booting off your HW RAID Module.

® When doing the ./rdacctrl config command on the Ultra 1, you will see the
following:
dilbert35# /etc/init.d/rdacctrl config
Array Monitor stopped
RDAC daemons stopped
Re-generating rdriver.conf file ...

Unable to unload RDAC driver - reboot to make new
configuration take effect

The NVSRAM settings of controller c0t0d0s0(1T73235624)
are correct

nvutil command succeeded.

Array Monitor initiated
RDAC daemons initiated

The “Unable to unload RDAC driver” are normal and there’s no problem.

RM6 6.22 Bootability with Sun StorEdge A3x00s

The current procedure for booting off your Sun StorEdge A3x00 does not work
for the next generation RAID Manager software 6.22. Follow the steps below to
boot with RM6 6.22.
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The supported platforms and versions of the Solaris Operating Environment
for HW RAID Bootability are:

® Sun StorEdge A3000:
Ultra Enterprise 4000, Ultra Enterprise 5000, Ultra Enterprise 6000,
Sun Enterprise 450 with Solaris Operating Environment 2.6 5/98 or
Solaris 7 Operating Environment

® Sun StorEdge A3500:
Ultra Enterprise 4500, Ultra Enterprise 5500, Ultra Enterprise 6500
with Solaris Operating Environment 2.6 5/98 or Solaris 7 Operating
Environment

® Sun StorEdge A3500:
Sun Enterprise 10000 with Solaris Operating Environment 2.6 5/98

Note — The supported platforms for PACS/GA are:
PACS: Starfire™ server; Sunfire™ server
GA: Starfire server; Sunfire server; Sun Enterprise 450

You need an Optimal LUN 0, which may be either a RAID 1, 3, or 5. ARAID 0
LUN for bootability is not supported.

To boot with RM6 6.22:

1. Install OS (let suninstall set your eeprom to the boot device).
Select "autoboot" at the end of suninstall.

2. Install any patch clusters and/or RM6 patches.
a. Install RM6 6.22

b. Edit the rmparams file for 16 lun support, if needed. Then run
"genscsiconf".

c. Edit sd.conf, if needed. This is to help speed up reboots. Otherwise on
reboots, the host will timeout for every non-existent LUN.

d. Run /etc/init.d/rdacctrl config.

e. Edit the /etc/system file and add the rootdev entry. Refer to step 9 of
“To Make Your HW RAID Module Bootable” on page 3.

f. Boot -r.
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The initial phase of bootability is only for initial installs due to the following
outstanding issues:

® 4240638 -> Solaris 7 Operating Environment 32-bit upgrade to Solaris 7
Operating Environment 64-bit doesn't work

® 4240577 -> Solaris 7 Operating Environment suninstall doesn't work when
upgrading from 2.6 5/98

® 4240583 -> OBP, probe-fcal-all fails to see any FCAL A3x00 LUNs and
because of this, you cannot boot off of FC A3x00

Notes

When you run the rdacctrl command, you see one of two informational
messages:

areab1-44# ./rdacctrl config

drvconfig: Driver (ssd) failed to attach

RDAC daemons initiated

ID[RAIDarray.rdaemon.1001] RDAC Resolution Daemon locked in memory
WARNING: set_drivers: No arrays were found that are controlled by

either the sd or the ssd driver

areab1-44#

Or:

area51-44# /etc/init.d/rdacctrl config

RDAC daemons initiated

ID[RAIDarray.rdaemon.1001] RDAC Resolution Daemon locked in memory
areabl-44#
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